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EPIC’s take on oxygen absorption
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à Two pieces of cloud information?
Cloud centroid height from A-band: hA
Cloud centroid height from B-band: hB

Generally,
hsum = hA + hB more sensitive to cloud top height
hdiff = hA – hB more sensitive to cloud geometrical thickness

Yang, Y., Marshak, A., Mao, J., Lyapustin, A., and Herman, J. (2013). A Method of Retrieving 
Cloud Top Height and Cloud Geometrical Thickness with Oxygen A and B Bands for the Deep 
Space Climate Observatory (DSCOVR) Mission: Radiative Transfer Simulations. J. Quantitative 
Spectrosc. Radiative Transfer 122, 141–149. doi:10.1016/j.jqsrt.2012.09.017 
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…unfortunately, sensor noise swamps this difference
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GOME-2 & OCO-2/3’s 
takes on the oxygen 
A-band
(~200 to ~2000 of 
spectral channels: 
Dl = 0.21 & 0.02 nm)

Jacobians of [I/Ic](tO2) for cloud top 
pressure and pressure thickness à



Next up: cloud optical thickness from O2 absorption
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3 INFORMATION CONTENT OF THE
PATHLENGTH DISTRIBUTION

We contend that EPIC not only blazed a new path into the
observational technology of DO2AS from space, but also in the
associated remote sensing science, which we view as enabling
Earth system science via remote sensing. To make this point, we
briefly revisit a series of papers motivated by EPIC’s two pairs of
DOAS channels for the A- and B-bands.

Even before the DSCOVR launch, Yang et al. (2013) devised a
method for extracting two cloud properties from EPIC’s two
DO2AS ratios, namely, cloud top height (CTH) and cloud
geometric thickness (CGT). Specifically, the authors used the
sum and difference apparent cloud heights from both ratios,
where “apparent” refers to the fact that in-cloud propagation and
scattering are not accounted for. However, the fact that they are
different is precisely because of the finite pathlength cumulated
inside the cloud and the different strengths of the A- and B-bands.
Two-entry (CTH,CGT) look-up tables (LUTs) were therefore
generated to retrieve the two cloud properties, much like how the
Nakajima and King (1990) algorithm delivers cloud optical
thickness (COT) and cloud particle effective radius given two
reflected radiances, one VIS (with dominant sensitivity to COT)
and one SWIR (with dominant sensitivity to particle size).

After the DSCOVR launch and EPIC’s first light, it became
clear to the cloud product team that it is important to factor into
their algorithms the sensor’s finite radiometric signal-to-noise
ratio (SNR). Davis et al. (2018b) therefore followed the well-
beaten path of optimal estimation (OE) theory (Rodgers, 2000) to
do that. OE is, in essence, a formalism grounded in probabilistic
information theory and linear algebra that relates measurement
(Level 1) error and any prior/Baysian knowledge to retrieval
(Level 2) error. OE has, at its core, a forward RT model that is
either linearized or run at sufficient numerical precision to
compute accurate Jacobian matrices by finite differencing.
However, once implemented in code, the mathematical
expressions of OE feel like a “black box” procedure that just
has to be trusted. The authors concluded from their formal OE-
based cloud information content analysis of EPIC’s two DO2AS
ratios that CHT can be inferred with useful accuracy, but
not CGT.

It is rare to have a second opinion on the assessment of
geophysical information content of some set of measurements
that is more transparent in nature, but this did occur for EPIC’s
two DO2AS ratios. Indeed, Davis et al. (2018a) derived from first
principles a model simple enough to be expressed in closed form,
yet realistic enough to capture the main radiative processes
unfolding from source to sensor. The authors used this
physics-based approach to assess the sensitivities of EPICs
DO2AS ratios to CTH and CGT, bearing in mind the finite
amplitude of the sensor noise, and they again found a strong
response to CTH and a weak one to CGT.

In hindsight, the series of three papers published in the Journal
of Quantitative Spectroscopy and Radiative Transferweave a story
about adjusting expectations to sensor and algorithm realities. In
the case, it is about EPIC’s ability to probe clouds: cloud top from
O2 absorption channel ratios and COT from the radiometrically-

calibrated continuum channels, assuming either liquid or ice
particles (cf. Yang et al., 2019), but unfortunately not cloud
base height via CTH.

That is not however the end of EPIC’s influence on the remote
sensing science of O2 absorption observations in application to
cloud profiling. By happenstance, EPIC’s DO2AS research team
was alerted by N. Ferlay, an expert in POLDER’s A-band
information content, about a powerful invariance property of
mean pathlength 〈L〉 cumulated inside a scattering optical
medium of arbitrary shape and internal structure: 〈L〉 = 4V/S,
where V is the volume of the medium and S is its surface (Blanco
and Fournier, 2003). This remarkable result is predicated on
uniform and isotropic illumination of the medium, which clashes
with the cloud-illuminated-by-the-sun scenario, and integration
over all possible escape positions and directions, which conflicts
with single direction sampled in remote sensing. There is
nonetheless a strong message: once reduced to just in-cloud
paths, 〈L〉 informs us directly about the size of the medium.
For plane-parallel media, where V and S are infinite, 〈L〉 = 2H,
with H being the geometrical thickness of the slab.3

FIGURE 1 | Pathlength moments 〈L〉 and Var[L](τ) are plotted versus τ in
log-log axes. Symbols mark the Monte Carlo simulation results, while diffusion
model outcomes are solid lines. The invariance of 〈L〉 is verified exactly.
Furthermore, the diffusion-theoretical prediction that Var[L](τ) = (1 − g)τ/
2χ (with extrapolation scale factor χ set to 2/3) becomes very accurate at
τt = (1 − g)τ ~4. Two phase functions were investigated: g = 0 (isotropic
scattering) and g = 0.85 (forward-peaked Henyey and Greenstein (1941)
scattering). Adapted from Davis et al. (2021), where 〈L〉 is denoted 〈ct〉.

3Picture a finite cylinder with radius R and thickness H: V = H×(π R2) and S = 2×π
R2 + H×(2πR). As R → ∞, 〈L〉 = 4V/S → 2H.

Frontiers in Remote Sensing | www.frontiersin.org March 2022 | Volume 3 | Article 7962734

Davis et al. EPIC: A Pathfinder for Probing Clouds with O2 Absorption

Pathlength 
moments!

ß
t

= 
64



Next up: cloud op(cal thickness from O2 absorpBon

ln !
!!
[𝑘"# 𝜆 ] = 0 + *d

d$"# ln
!
!! $"#%&

𝑘"#(𝜆)+ 

.'
#
d
d$"#

#
ln !

!! $"#%&
𝑘"## (𝜆)+ …

⟹ ln !
!!
[𝑘"# 𝜆 ] = – 𝑐𝑡 𝑘"# 𝜆 + (𝑐𝑡)#− 𝑐𝑡 # 𝑘"## (𝜆) + …

3 INFORMATION CONTENT OF THE
PATHLENGTH DISTRIBUTION

We contend that EPIC not only blazed a new path into the
observational technology of DO2AS from space, but also in the
associated remote sensing science, which we view as enabling
Earth system science via remote sensing. To make this point, we
briefly revisit a series of papers motivated by EPIC’s two pairs of
DOAS channels for the A- and B-bands.

Even before the DSCOVR launch, Yang et al. (2013) devised a
method for extracting two cloud properties from EPIC’s two
DO2AS ratios, namely, cloud top height (CTH) and cloud
geometric thickness (CGT). Specifically, the authors used the
sum and difference apparent cloud heights from both ratios,
where “apparent” refers to the fact that in-cloud propagation and
scattering are not accounted for. However, the fact that they are
different is precisely because of the finite pathlength cumulated
inside the cloud and the different strengths of the A- and B-bands.
Two-entry (CTH,CGT) look-up tables (LUTs) were therefore
generated to retrieve the two cloud properties, much like how the
Nakajima and King (1990) algorithm delivers cloud optical
thickness (COT) and cloud particle effective radius given two
reflected radiances, one VIS (with dominant sensitivity to COT)
and one SWIR (with dominant sensitivity to particle size).

After the DSCOVR launch and EPIC’s first light, it became
clear to the cloud product team that it is important to factor into
their algorithms the sensor’s finite radiometric signal-to-noise
ratio (SNR). Davis et al. (2018b) therefore followed the well-
beaten path of optimal estimation (OE) theory (Rodgers, 2000) to
do that. OE is, in essence, a formalism grounded in probabilistic
information theory and linear algebra that relates measurement
(Level 1) error and any prior/Baysian knowledge to retrieval
(Level 2) error. OE has, at its core, a forward RT model that is
either linearized or run at sufficient numerical precision to
compute accurate Jacobian matrices by finite differencing.
However, once implemented in code, the mathematical
expressions of OE feel like a “black box” procedure that just
has to be trusted. The authors concluded from their formal OE-
based cloud information content analysis of EPIC’s two DO2AS
ratios that CHT can be inferred with useful accuracy, but
not CGT.

It is rare to have a second opinion on the assessment of
geophysical information content of some set of measurements
that is more transparent in nature, but this did occur for EPIC’s
two DO2AS ratios. Indeed, Davis et al. (2018a) derived from first
principles a model simple enough to be expressed in closed form,
yet realistic enough to capture the main radiative processes
unfolding from source to sensor. The authors used this
physics-based approach to assess the sensitivities of EPICs
DO2AS ratios to CTH and CGT, bearing in mind the finite
amplitude of the sensor noise, and they again found a strong
response to CTH and a weak one to CGT.

In hindsight, the series of three papers published in the Journal
of Quantitative Spectroscopy and Radiative Transferweave a story
about adjusting expectations to sensor and algorithm realities. In
the case, it is about EPIC’s ability to probe clouds: cloud top from
O2 absorption channel ratios and COT from the radiometrically-

calibrated continuum channels, assuming either liquid or ice
particles (cf. Yang et al., 2019), but unfortunately not cloud
base height via CTH.

That is not however the end of EPIC’s influence on the remote
sensing science of O2 absorption observations in application to
cloud profiling. By happenstance, EPIC’s DO2AS research team
was alerted by N. Ferlay, an expert in POLDER’s A-band
information content, about a powerful invariance property of
mean pathlength 〈L〉 cumulated inside a scattering optical
medium of arbitrary shape and internal structure: 〈L〉 = 4V/S,
where V is the volume of the medium and S is its surface (Blanco
and Fournier, 2003). This remarkable result is predicated on
uniform and isotropic illumination of the medium, which clashes
with the cloud-illuminated-by-the-sun scenario, and integration
over all possible escape positions and directions, which conflicts
with single direction sampled in remote sensing. There is
nonetheless a strong message: once reduced to just in-cloud
paths, 〈L〉 informs us directly about the size of the medium.
For plane-parallel media, where V and S are infinite, 〈L〉 = 2H,
with H being the geometrical thickness of the slab.3

FIGURE 1 | Pathlength moments 〈L〉 and Var[L](τ) are plotted versus τ in
log-log axes. Symbols mark the Monte Carlo simulation results, while diffusion
model outcomes are solid lines. The invariance of 〈L〉 is verified exactly.
Furthermore, the diffusion-theoretical prediction that Var[L](τ) = (1 − g)τ/
2χ (with extrapolation scale factor χ set to 2/3) becomes very accurate at
τt = (1 − g)τ ~4. Two phase functions were investigated: g = 0 (isotropic
scattering) and g = 0.85 (forward-peaked Henyey and Greenstein (1941)
scattering). Adapted from Davis et al. (2021), where 〈L〉 is denoted 〈ct〉.

3Picture a finite cylinder with radius R and thickness H: V = H×(π R2) and S = 2×π
R2 + H×(2πR). As R → ∞, 〈L〉 = 4V/S → 2H.

Frontiers in Remote Sensing | www.frontiersin.org March 2022 | Volume 3 | Article 7962734

Davis et al. EPIC: A Pathfinder for Probing Clouds with O2 Absorption

𝑘"# 𝜆 =
𝜏"# 𝜆
𝐻mol

with 𝐻mol ≈ 8 km

Pathlength 
moments!

𝐼(𝜆) = 𝐼(<
&

)
𝑝(𝑐𝑡)e*(+$"#(-)d𝑐𝑡

ß
t

= 
64proto-algorithm

ß “equivalence” theorem



What about opBcally thin layers, 
that is, cirrus or aerosols?
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Fig. 1. Geometry of the slab, with the main quantities used in the calculations, for
single (top) and double (bottom) scattering.

2.1.1. Singly-scattered transmitted photons

The distribution ?1,C (;) (equal to 0 for ;  �) can be written as:

?1,C (;) =

�π
0

?(I0)?(; |I0)dI0. (5)

Note however that this expression is only valid for ; � �B0. In the case �  ;  �B0 the
integral does not extend up to �, it is limited to Imax such that ImaxB0 + (� � Imax) = ; (which

ensures that ?(; |I0) < 0), i.e., Imax = ;��
B0�1 . As ;0 = I0B0, ?(I0) = ?(;0)B0 = B0

;4
4�

;0
;4 . It’s also

worth noting that the probability ?(; |I0)d; equals the probability to be scattered in the direction
\C , namely %(\C )d\C , times the probability to reach the lower boundary without being scattered

again, 4�
;�;0
;4 . \C is the angle ensuring that ;0 + ;1 = ;, so that cos \C =

��I0
;�;0

. Di�erentiating the

latter expression gives sin \Cd\C =
��I0

(;�I0B0)
2 d;. Recalling that %(\C ) = 1

2 sin \C , this overall gives:

?(; |I0) =
1
2

� � I0

(; � I0B0)
2
4�

;�;0
;4 . (6)
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because it would superimpose with that of singly-scattered photons.

Fig. 7. Same as Fig. 5, but for directional reflectance observations (`A = 0.5) under
collimated illumination (`0 = 0.8). Here ` (2) = " (2)

/�2 and ` (3) = " (3)
/�3.

moment is half that of singly-scattered photons (i.e., " (2)
1,A = 2" (2)

2,A ). A possible explanation is
that singly-scattered photons with long trajectories include those entering the slab at grazing
angles (which can then be scattered in any direction) and those being scattered into the plane.
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Fig. 4. Same as Fig. 2 but for directional viewing. The black lines correspond to the
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2.3.3. Specific case of nadir illumination and viewing

Although we did not derive the general expressions of p2,t(l, ✓r) and p2,r(l, ✓r) for low values of
l, we provide below the expression for nadir illumination and viewing, which corresponds to
backscattering measurements, for instance corresponding to monostatic lidar observations. In
this case, for l  2H:

p2,r(l, ✓r) =
1

4l
2
e

e
� l

le sin ✓rl ln 2, (37)

where ✓r ⌧ 1. This expression is consistent with equation (6.5) of [1].

3. Estimation of the moments

In this section the moments of the previously derived pdfs are estimated. The n
th moment is

denoted M
(n)
i,x , where the lowerscript refers to the pdf of interest. The moments for collimated

normal illumination (µ0 = 1) have already been investigated in [21,23]. The authors concluded
that in the case of an optically thin slab, M

(n) di�ers from the ballistic limit H
n as soon as n � 2,

and the normalized moments M
(n)/Hn even diverge as ⌧n�2 for n � 3. They attributed this to

the few photons being scattered nearly parallel to the slab boundaries that would experience
very long paths. These photons, making up the long tail of the pdf, would not a�ect the mean
path but would drive the divergence for higher moments. In addition, they provided physical
insight to support the fact that the moments of p(l) would be dominated in such conditions
by the contributions of p0(l), p1(l), and p2(l), with the contributions of photons scattered once
and twice being of the same order of magnitude. Their theoretical results were supported by
Monte Carlo ray tracing simulations. Here we investigate the moments of p0(l) and p1(l) in
the case of collimated illumination for any incident direction, and for di�use illumination. We
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Abstract: The probability distribution function of photon path length in a scattering medium
contains valuable information on that medium. While strongly scattering optically thick media
have been extensively studied, in particular, with resort to the di�usion approximation, optically
thin media have received much less attention. Here, we derive the probability distribution
functions for the lengths of singly- and twice-scattered photon paths in an isotropically scattering
slab of optical thickness ⌧, for both reflected and transmitted photons. We show that, in the
case of an optically thin slab, these photons dominate the overall response of the medium. We
confirm that the second moment of the distribution deviates from the ballistic limit in the case
of collimated illumination. Interestingly, we show that under di�use illumination, the second
moment of the distribution is dominated by unscattered transmitted photons, hence is proportional
to ln⌧, and independent of the phase function. Higher moments of order n (�3) scale as H

n⌧n�2.
When only reflected or transmitted photons are considered, the second moment scales as H

2⌧�1,
whatever the illumination and viewing conditions. This provides direct access to ⌧. These
theoretical results are extensively supported by Monte Carlo ray-tracing simulations. Extension
to anisotropic scattering using these same simulations shows that the results hold, given a scaling
factor for collimated illumination, and without any dependence on the phase function for di�use
illumination. These results overall demonstrate that the optical thickness of an optically thin
slab can be estimated from the second moment of the distribution. Along with the fact that
under di�use illumination the geometrical thickness can be derived from the first moment of
the distribution, this proves that the extinction coe�cient of the medium can be estimated from
the combination of both moments. This study thus opens new perspectives for non-invasive
characterization of optically thin media either in the laboratory or by remote sensing.

© 2022 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Detailed analysis of light scattered by a medium is at the core of several measurement techniques
in a variety of areas ranging from atmospheric remote sensing to medical imaging. In many
practical situations, the probed medium can be represented as a homogeneous horizontally infinite
slab. In this case the main properties that describe the medium are its geometrical thickness
H, its extinction and absorption coe�cients �e (corresponding to a mean free path le) and �a,
and its scattering phase function P (often reduced to the asymmetry parameter g). Generally,
reflectance or transmittance is measured, under various illumination and viewing conditions, at a
variety of wavelengths and spectral resolutions. In scattering media, photons follow tortuous
paths before being eventually absorbed, transmitted or reflected. The diversity of possible paths
can be represented by the probability distribution (hereafter called “pdf”) of total path length l.
Investigation of the path length distribution has been a critical issue for decades [1].

The pdf of photon path length for reflected and transmitted light can be directly measured using
photon time-of-flight spectroscopy [2,3] but this requires knowledge of the e�ective refractive
index of the medium [4] and a sophisticated experimental setup that can hardly be deployed.
The pdf can also be determined theoretically for certain geometries, considering successive
orders of scattering [5], or by using the fact that spectral reflectance and transmittance can be

#464033 https://doi.org/10.1364/OE.464033
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As for clouds, geometrical and optical thicknesses can be inferred from the mean and variance of path length.
Plus we have (complicated but) analytical expressions for the distributions as well as for the moments.



Mean pathlength <ct> is strongly affected by particulate absorption (SSA here, w < 1) in the optically thick regime. 
à For given (t,H), <ct> depends mainly on the SSA. 
Thus, knowing <ct>, puts strong constraints on the particulate absorption in the  medium.

What about optically thick absorbing aerosols plumes, 
say, wildfire smoke or volcanic ash?



EPIC-inspired research on cloud and aerosol remote 
sensing techniques: Summary & vision
•Pathlength statistical moments for sunlight in scattering and 

absorbing particulate layers can be used to infer cloud-top 
height (CTH)/pressure, cloud geometrical/pressure 
thickness,  and cloud optical thickness (COT). Specifically:
Ø need two moments of pathlength to obtain (CTH,COT);
Ø one more for CTH;
Ø works  for aerosols in optically thin limit as well.

•Need high-enough spectral resolution:
Ø Use spatial heterodyne spectroscopic (SHS) technique to get 

high spectral resolving  power with small imaging  sensors;
Ø SHS is amenable to cubesat platforms.



Thank you! Questions?
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